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Abstract—Embedded devices need both an efficient and a
secure implementation of cryptographic algorithms. In this
overview paper we show a typical top-down approach for secure
and efficient implementation of embedded systems. We outline
the security pyramid by illustrating the five primary abstraction
levels in an embedded system. Focusing only on two levels -
architecture and circuit level - we show how the design can be
implemented to be both efficient and secure.

Index Terms—Security, embedded systems, design methods,
design pyramid, public key cryptosystems (PKC).

I. I NTRODUCTION

A highly developed information society has changed our
lives drastically. Many types of data are converted into the
streams of bits and we often communicate private information
via an open network such as the Internet. Therefore, it becomes
very important to protect the digital information appropriately
in order to prevent information leakage and to detect imper-
sonation and data substitution.

In recent years, we have observed an increasing number
of security breaches on telecommunication networks. One no-
table example is the eavesdropping on the GSM communica-
tions of members of the Greek government [1]. Traffic analysis
and privacy become an increasing concern; in this context we
note the publication of the European Data Retention Directive
that obliges telecommunications system operators to collect
and store traffic data [2]. The mass media repeatedly covers
frightful stories that describe abuse of electronic wireless
tags (RFID). Breaking the tags has become possible only by
observing an RF signal [3], by clever cryptanalysis [4] or by
software hacks [5].

The embedded system field, with devices such as cellular
phones, PDAs, RFIDs and smart cards grows rapidly and we
need these electronics to become more trustworthy. On the
horizon are futuristic technologies such as embedded network
sensors and wearable computers, which point towards even
greater interaction between humans and machines. Embed-
ded biometric authentication devices are already part of our
lives [6]. Designers are already well aware with design for
low-power, small-footprint, high-throughput and so forth, but
secure electronic design is still an ad-hoc process.

The goal of this survey is to outline a design methodology
for secure and efficient implementation of cryptographic al-
gorithms on embedded devices. By optimizing different levels
of a typical top-down approach we try to integrate a secure
electronic design in the whole design pyramid. The design

target is to achieve both efficient and trustworthy implementa-
tion. Why this is a difficult task we can indicate with a typical
approach where the engineers are trained to make something
happen. In contrast to this approach, secure electronic design
requires making something that will not happen (attacks). It
involves more effort and makes the whole design process more
difficult.

We use an example of implementing Public Key cryp-
tosystems (PKC) on a constrained device to demonstrate the
necessity of addressing all levels of the security pyramid to
ensure a fully robust and secure embedded system. However,
in this work we focus on building and optimizing only two
levels of abstraction, namely the algorithm level and the circuit
level.

The paper is structured as follows. Section II discusses about
the model evolution of embedded security and outlines the
security pyramid by illustrating the five primary abstraction
levels in an embedded system. In Section III the protocol
level is mentioned. Algorithm level is outlined in Section IV.
Section V discusses architecture and microarchitecture level
and describes the way to achieve efficient modular multipli-
cation as a key operation in Public Key cryptosystems. In
Section VI we show how the side channel attacks can be
counter-measured on a circuit level. Section VII concludesthe
paper.

II. EMBEDDED SECURITY - MODEL EVOLUTION

A simplified representation of the old model of embedded
security [7] is given in Fig. 1a. It assumes attacks on a
channel between communicating parties. Encryption and other
cryptographic operations are inblack boxes. Protection is
guaranteed by strong mathematic algorithms and protocols
which are computationally secure.

The model evolution brings us to the new model of embed-
ded security [7] that is depicted in Fig. 1b. The obvious differ-
ence is that an adversary attacks bothchannel andendpoints.
Hence, the encryption and other cryptographic operations are
executing within gray boxes. Protection is still guaranteed
with strong mathematic algorithms and protocols which are
computationally secure. The attacks on the endpoints are ofa
newer date and are classified as theside channel attacks. We
discuss more about the side channel attacks in Sect. VI.

This model evolution points out that we need not only secure
and strong crypto-algorithms, but secure implementationsas
well. The security pyramid [6] in Fig. 2 illustrates the five
primary abstraction levels in an embedded system:
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Fig. 1. Embedded security – Model evolution.

• Protocol level, which includes the design of protocols to
be performed on embedded devices to achieve such secu-
rity goals as confidentiality, identification, data integrity,
data origin authentication and non repudiation.

• Algorithm level, consisting of the design of cryptographic
primitives (such as Public Key, Symmetric Key crypto
algorithms and hash functions) and application-specific
algorithms used at the protocol level.

• Architecture level, consisting of secure hardware/software
partitioning and embedded software techniques to prevent
software hacks.

• Microarchitecture level, which deals with the hardware
design of modules (the processors and coprocessors)
required and specified at the architecture level.

• Circuit level, which requires implementing transistor-
level and package-level techniques to thwart various
physical-layer attacks.
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Fig. 2. Embedded security pyramid.

III. PROTOCOLLEVEL: APPLICATION SPECIFIC

A protocol is a multi-party algorithm, defined by a sequence
of steps precisely specifying the actions required of two or
more parties in order to achieve a specified objective [8]. This
general definition of a protocol considers achieving security
goals such as confidentiality, identification, data integrity, data

origin authentication and non repudiation. Protocol levelis
application specific and includes the design of protocols tobe
performed on embedded devices.

IV. A LGORITHM LEVEL: PUBLIC KEY CRYPTOSYSTEMS

Public Key cryptosystems (PKC) are unavoidable today in
almost all spheres of digital communicatione.g. for financial,
governmental or medical applications. Even for pervasive
security i.e. extremely low-cost applications running on RFIDs
and sensor nodes PKC are sometimes necessary [9].

The best-known and most commonly used public-key cryp-
tosystems are based on factoring (RSA) [10] and on the dis-
crete logarithm problem in a large prime field (Diffie-Hellman,
ElGamal, Schnorr, DSA) [8]. Elliptic Curve Cryptography
(ECC) [11], [12], and Hyper-elliptic Curve Cryptography
(HECC) [13] are based on a different algebraic structure. ECC
and HECC rely on a group structure induced on an elliptic
curve and on the group of Jacobian on a hyperelliptic curve
respectively. For example, a set of points on an elliptic curve
together with the point at infinity, and with point addition
as binary operation has the structure of an abelian group.
After more than two decades of extensive research on both,
theoretical and practical aspects it is evident that ECC and
HECC (so-called curve-based cryptography) offer equivalent
security as RSA for much smaller key sizes. This results in
hardware of smaller footprint and lower power consumption.
These features are very important for applications with very
firm constraints on area, power, energy etc. i.e. for embedded
security.

V. A RCHITECTURE ANDM ICROARCHITECTURELEVEL:
EFFICIENT MODULAR MULTIPLICATION

Modular multiplication forms the basis of modular exponen-
tiation which is the core operation of the RSA cryptosystem.
It is also present in many other cryptographic algorithms
including those based on ECC and HECC. In particular,
if one uses projective coordinates for ECC/HECC, modular
multiplication remains the most time consuming operation for
ECC. Hence, an efficient implementation of PKC relies on
efficient modular multiplication.

The most popular algorithm for modular multiplication is
Montgomery’s method [14]. The approach of Montgomery
avoids the time consuming trial division that is the common
bottleneck of other algorithms. The Montgomery’s algorithm
has one property, namely a precomputational step, where the
inverse of the modulus is calculated and stored together with
the value of the modulus. As the modular inversion operationis
computationally very expensive (especially in hardware),one
usually fixes the value of modulus and uses the precomputed
value of the inverse. This reduces flexibility as well as the
performance of the implementation increasing the time and
memory needed for precomputation of the modulus inverse.

The interleaved Montgomery multiplication algorithm for
a w-bit architecture in the finite field of characteristic2 is
outlined in Alg. 1. To make the algorithms more clear, we use
the following notations. Each element of the field GF(2n) we
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represent as a polynomial of degree less than or equal ton−1,

written asA(x) =

n−1
∑

i=0

aix
i, whereai ∈ GF (2). Similarly, the

same elementA(x) can be written in word-representation as

A(x) =

nw−1
∑

i=0

Ai(x)xiw, wherenw =
⌈

n/w
⌉

is the number

of words andAi(x) is a word, represented as a polynomial of

degreew − 1 such thatAi(x) =

w−1
∑

j=0

aiw+jx
j .

Algorithm 1 Interleaved word-serial modular multiplication
with Montgomery modular reduction in GF(2n).

Input: elements of GF(2n) A(x) =

nw−1
∑

i=0

Ai(x)xiw, B(x) =

nw−1
∑

i=0

Bi(x)xiw, R(x) = xw and modulusM(x) =

nw−1
∑

i=0

Mi(x)xiw, wherenw =
⌈

n/w
⌉

, M0(x) 6= 0 and

PRE-COMPUTEDλ(x) = −M0(x)−1 mod R(x).
Output: T (x) = A(x)B(x)R(x)−nw mod M(x).

T−1(x) ⇐ 0
for i = 0 to nw − 1 do

Ui(x) ⇐ Ti−1(x) + Ai(x)B(x)
s(x) ⇐ (Ui(x) mod R(x))λ(x) mod R(x)
Ti(x) ⇐ (Ui(x) + M(x)s(x))/R(x)

end for
T (x) ⇐ Tnw−1(x)
returnT (x).

Algorithm 2 Interleaved word-serial modular multiplication
with modified Montgomery modular reduction in GF(2n)
without pre-computation.

Input: elements of GF(2n) A(x) =

nw−1
∑

i=0

Ai(x)xiw, B(x) =

nw−1
∑

i=0

Bi(x)xiw, R(x) = xw and modulusM(x) = xn−1 +

∆(x) + 1, where∆(x) =
n−2
∑

i=w

mix
i andnw =

⌈

n/w
⌉

.

Output: T (x) = A(x)B(x)R(x)−nw mod M(x).
T−1(x) ⇐ 0
for i = 0 to nw − 1 do

Ui(x) ⇐ Ti−1(x) + Ai(x)B(x)
s(x) ⇐ Ui(x) mod R(x)
Ti(x) ⇐ (Ui(x) + M(x)s(x))/R(x)

end for
T (x) ⇐ Tnw−1(x)
returnT (x).

To skip the precomputational step and to further speed

up the algorithm, we have proposed a modified version of
Montgomery’s algorithm. The algorithm is given in Alg. 2 and
it uses a special type of moduli, wherew-bits of the modulus
need to be fixed. Beside skipping a precomputational step,
this algorithm simplifies the quotient evaluation,s(x), which
makes the implementations both faster and smaller. Two32-bit
architectures for192 × 192-bit multipliers were synthesized
based on the Algs. 1 and 2, respectively. The improvement
resulted in approximately10 % faster and10 % smaller design.
For more details about the implementation and the proof of
the Alg. 2, please refer to [15].

VI. C IRCUIT LEVEL: POWER-CONSTANT LOGIC

It is not enough to have mathematically strong cryptographic
algorithms, it is also important that these algorithms are
implemented in a secure way. There are attack techniques that
target the physical implementation rather than the algorithm
itself. These attacks can be classified into two categories
- active attacks where the malicious party alters the hard-
ware or software in some way or changes the operating
conditions (introduces glitches in the power supply, changes
operating temperature) andpassive attacks where the attack is
based on monitoring side-channel information (power supply,
electromagnetic radiation). The latter are also calledside-
channel attacks (SCA). These attacks are non-invasive since
the attacker does not tamper with the device, but only observes
the information that leaks out of the system. The most obvious
way to gather side-channel information of the device is to
monitor its power consumption.

The attack calledSimple Power Analysis (SPA) is based
on directly interpreting power consumption measurements.
When sampled at high rates and examined in more detail,
power waveforms can reveal the key bits. If there is a
conditional branching depending on the secret information
(key or subkey bits) it will be shown in the powertrace. One
way to protect the device from the SPA attack is to avoid
conditional branching. This is an algorithm level solutionand
it can have a performance penalty. This way some of the
SPA characteristics are eliminated and variations in power
consumption are reduced to a reasonable measure. However,
this does not protect the device from more sophisticated
attacks such asDifferential Power Analysis (DPA) [16]. DPA
exploits power variations correlated to data values which can
be very small and masked with noise and measurement errors.
However, statistical operations performed on a large set of
measurements can detect very small correlations between the
power traces.

The reason why SCAs are possible is data-dependant power
consumption which is a phenomenon present in most standard
logic cells. We explain this on the example of a static CMOS
cell. As depicted on Fig. 3, CMOS inverter consumes energy
only during the0−1 transition of the output. During the1−0
transition the energy is dissipated. If there is no transition,
no power is consumed. This asymmetric power consumption
provides the information used in DPA to find the secret key.
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Fig. 3. CMOS output transitions and their power consumptions.

A solution to the problem regarding the side-channel attacks
is to use a logic style with data independent power consump-
tion. This allows designer to use a secure library without
worrying about SCA. Dynamic differential cascode voltage
switch logic (DDCVSL) [17] in Fig. 4a seems like a good
solution. By making logic style differential, input valuesare
masked - there is no difference between1−0 and0−1 events
since in both cases exactly one node is discharged. By making
it dynamic it is achieved that there is no difference between
0−0 and1−0 event or between0−1 and1−1 event. Therefore
there is no difference in power consumption between any
two transitions. However, the effects of parasitic capacitances
are not taken into account so for different combination of
inputs, different combination of internal node capacitances will
discharge which will cause data-dependant power variations.
Sense Amplifier Based Logic (SABL) [18] in Fig. 4b solves
this problem since in every clock cycle all internal nodes
discharge.

Fig. 4. (a) Dynamic DCVSL AND-NAND gate and (b) SABL AND-NAND
gate.

The quantity used as a measure for the resistance
against DPA is the number of measurements to disclosure
(MDTs) [19]. This is the average number of measurements
needed to distinguish correct secret key from all other key
guesses. In secure implementations the number of MTDs is
increased for more than two orders of magnitude while area
and power consumption are increased less than two times.

VII. C ONCLUSION AND OUTLOOK

As embedded systems evolve from isolated devices to
always-on networked devices, security becomes a paramount

issue. Embedded security cannot be solved at a single security
abstraction layer, but rather is a system problem spanning
multiple abstraction levels. Designers need to change their
strategy and consider the secure electronic design not as an
ad-hoc process, but as a systematic top-down approach. In
this work we address some of the common issues related to
this topic.
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